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Schedule for today...



What are the main factors of AI progress?

Interaction

Hardware
Models

(MLP, CNN, Transformer) Datasets



How can we use the data?
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grassy field on a bright, sunny day.
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Challenges of having labels



Challenges of having labels

Cost of (re)labelling

Image source: Sypros Gidaris and Andrei Bursuc, Advances in self-supervised learning: Introduction



Challenges of having labels

Problem of captions

E
xa

m
pl

e 
fr

om
 F

lic
kr

30
k

Labels or captions can ignore the context 



Self-supervised Learning as a solution

● Designing !(#) to create %: Extracting Free Supervisory Signals from Data

Pretraining

Downstream 
tasks

Unlabeled data

Transformations

Rotate(x, degree)
DNN Proxy task

predict the 
rotation degree

Target task

less labeled

Labeled data

DNN



What Makes Self-Supervised Learning Effective?

It needs no supervision 

Massive scale

Learning general priors
Capturing key data features

Transferring better to other domains

GPT, DINO, MAE, DINOv2



Applying learned priors across frameworks

A Tale of Two Features: Stable Diffusion Complements DINO for Zero-Shot Semantic 
Correspondence



Applying learned priors across frameworks

Eyes Wide Shut? Exploring the Visual Shortcomings of Multimodal LLMs



Videos open exciting new directions

Visual Development Understanding physics Embodied AI



Seeing is believing, but watching is understanding.

Ames room illusion



Ames room illusion

Seeing is believing, but watching is understanding.



Checker shadow illusion

Seeing is believing, but watching is understanding.


